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We introduce a generative model for 3D man-made shapes. The presented method takes a global-to-local (G2L) approach. An adversarial network (GAN) is built first to construct the overall structure of the shape, segmented and labeled into parts. A novel conditional auto-encoder (AE) is then augmented to act as a part-level refiner. The GAN, associated with additional local discriminators and quality losses, synthesizes a voxel-based model, and assigns the voxels with part labels that are represented in separate channels. The AE is trained to amend the initial synthesis of the parts, yielding more plausible part geometries. We also introduce new means to measure and evaluate the performance of an adversarial generative model. We demonstrate that our global-to-local generative model produces significantly better results than a plain three-dimensional GAN, in terms of both their shape variety and the distribution with respect to the training data.

1 INTRODUCTION

Three-dimensional content creation has been a central research area in computer graphics for decades. The main challenge is to minimize manual intervention, while still allowing the creation of a variety of plausible 3D objects. It is particularly challenging to create a novel shape that appears to be sampled from the distribution of a given class. It is hard to encapsulate the essence of a class of objects and express it in a compact model to guide the creation of a sample in the class. Common 3D generative techniques are based on existing parts taken from objects in the class, and synthesizing novel shapes by combining them, following probabilistic models or geometric constraints [Chaudhuri et al. 2011; Kalogerakis et al. 2012].

The emergence of generative neural networks and, in particular, adversarial networks [Goodfellow et al. 2014] offers new means to generate elements from a particular learned class. The key idea is that instead of explicitly modeling the class, a discriminator is trained to tell whether a generated model belongs to the target class.
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or not. The trained discriminator implicitly supervises the generator to model the class distribution.

These generative adversarial networks (GANs) have recently gained popularity in various domains and applications, showing promising results. Generally speaking, GANs achieve reasonable success in generating samples from a class distribution [Salimans et al. 2016a]. Nonetheless, they typically lack the ability to synthesize the details well [Berthelot et al. 2017; Gulrajani et al. 2017]. The problem is even more pronounced for GANs that aim at generating complex 3D man-made models [Liu et al. 2017; Wu et al. 2016]. Previous efforts in developing a 3D GAN for man-made objects have partial success in modeling their 3D structures. However, they behave rather poorly in modeling their finer geometric details, exhibiting significant noise, outliers and disconnected or missing parts. While the use of Hashing or Octree [Shao et al. 2018; Tatarchenko et al. 2017] can improve the output resolution, we opted to use a simple and plain voxel representation, with a high enough resolution to demonstrate the conceptual advancement of our approach.

In this work, we present a global-to-local generative model to synthesize 3D man-made shapes; see Fig. 1 as an example. It is based on an adversarial network to construct a global structure of the shape, with local part labels. The global discriminator is trained to distinguish between the whole real and generated 3D shapes, while the local discriminators focus on the individual local parts. A novel conditional auto-encoder is then introduced to enhance the part synthesis. Specifically, the GAN synthesizes a voxel-based model, and assigns part labels to each voxel. The auto-encoder acts as a part-level refiner to amend the initial synthesis of each part. To further enhance the shape generation, we introduce two more new losses in addition to the adversarial loss. One encourages the part compactness by measuring the purity of part regions, and the other helps to improve the smoothness of the synthesized surface. Nevertheless, the quality of the generated shapes is still rather low. The resolution of the 3D shape generation is in general too low to model fine details, like for example the blades of turbines of an airplane or the hands and fingers of a human body. Our G2L approach, however, introduces a conceptual advancement in the generative modeling of man-made shapes.

The evaluation of our generative model, like any other GAN, is far from trivial. The performance of a GAN should be measured by the quality of each of the synthesized objects and by their overall variety and agreement to the training data distribution. These measures were overlooked in previous works. We introduce new means to measure and evaluate the performance of an adversarial generative model, and demonstrate that our system produces significantly better results than a plain three-dimensional GAN.

2 RELATED WORK

2.1 Assembly-based Shape Synthesis

There are numerous works that create new 3D models by assembling from existing components. The pioneer work [Funkhouser et al. 2004] composes shapes by retrieving relevant shapes from a repository, then cuts and extracts components from these shapes and glues them together to form a new shape. The following works [Chaudhuri and Koltun 2010; Fish et al. 2014; Huang et al. 2015; Kalogerakis et al. 2012; Kim et al. 2013; Talton et al. 2012; Xu et al. 2012] try to improve the modeling process with more sophisticated techniques that consider the part relations or shape structures, e.g., employing Bayesian networks or modular templates. We refer to a STAR report [Mitra et al. 2013] for an overview of works on this aspect. The technique we propose here is also data-driven, but it trains a GAN to synthesize 3D shapes, rather than assembling existing parts.

2.2 Generative Neural Networks

With the development of deep learning techniques, there has been a surge of research interest in deep generative models in recent years. Deep generative models based on variational auto-encoders (VAE) [Kingma and Welling 2014] or generative adversarial networks (GAN) [Goodfellow et al. 2014] have made remarkable progress in image generation problems [Isola et al. 2017; Radford et al. 2015; Wang and Gupta 2016; Yan et al. 2016; Zhu et al. 2016]. With the recent introduction of large publicly available 3D model repositories [Chang et al. 2015; Wu et al. 2015], there have been attempts to generate 3D shapes using similar methods.

Most existing methods explore the problem of 3D reconstruction from a given 2D image or sketch. Girshar et al. [2016] combine a 3D auto-encoder with an image encoder, to map 3D shapes and 2D images together into a common latent space to build the connection, so that 3D shapes can be encoded given new 2D images. Wu et al. [2017] propose a disentangled, two-step end-to-end trainable model that sequentially estimates 2.5D sketches and a 3D object shape from a given image. Instead of working on a volumetric representation of 3D shapes, Fan et al. [2017] propose using a point cloud representation for the reconstructed 3D shapes from a single image to encode more geometric details, without adding much computational overhead. Lin et al. [2018] further increase the efficiency by introducing a differentiable pseudo-renderer for 3D generation.

2.3 Learning-based Shape Synthesis

More related to our method are adversarial networks that learn to generate 3D shapes from noise input directly [Li et al. 2017; Nash and Williams 2017; Wu et al. 2016]. Wu et al. [2016] are the first to extend GAN for 3D shape generation, which shows that the generator can capture the object structure implicitly and synthesize plausible 3D objects. Nonetheless, without explicitly constraining the part structures, semantic validation of the generated shapes cannot be guaranteed and important structure properties cannot be well-preserved during the generation.

Common GAN networks consist of one generator and one discriminator. Recently, some recent attempts have been made to combine multiple discriminators or generators together. Hoang et al. [2017] train multiple generators to explore different modes of the data distribution. The array of generators shares their parameters and a softmax classifier is used to classify which generator the data comes from. Similarly, MIX+GAN proposed in [Arora et al. 2017] uses a mixture of generators to enforce the generated distribution to be of higher diversity. In contrast, the combination of multiple discriminators and a single generator aims at constructing a stronger discriminator to guide the generator. D2GAN proposed in [Nguyen et al. 2017] employs two discriminators to optimize both Kullback-Leibler
(KL) and reverse KL divergences. GMAN proposed in [Durugkar et al. 2016] explores an array of discriminators to boost the learning of a generator. Some methods [Izuka et al. 2017; Liu et al. 2018; Yu et al. 2018] that deal with image completion, use a global discriminator together with multiple local discriminators. The global discriminator takes the entire image as input to assess whether it is coherent as a whole, while the local discriminators focus on missing regions to guarantee the completion consistency around those areas. We employ a global and a few local discriminators in a similar manner on 3D shapes, while our local discriminators focus on semantically segmented parts for enhancing their fine geometry.

Li et al. [2017] present a top-down approach, focusing more on the part structure for 3D shape generation. They learn symmetry hierarchies of shapes with an auto-encoder and then generate variations of these hierarchies, using an adversarial discriminator. The nodes of the hierarchies are independently instantiated with parts. However, these parts are not necessarily connected and their aggregation does not form a coherent connected shape. In our work, the shapes are generated coherently as a whole, and special care is given to the inter-part relation and their connectivity.

The most relevant work to ours, is the shape variational auto-encoder presented by Nash and Williams [2017]. They developed an auto-encoder to learn a low-dimensional latent space, and then novel shapes can be generated by sampling vectors in the learned latent space. Like our GAN, the generated shapes are segmented into the relevant semantic parts. Unlike our technique, they require a one-to-one dense correspondence among the training shapes, since they represent the shapes as an order vector. Their auto-encoder learns the overall (global) 3D shapes with no attention to the local details. Our approach pays particular attention to both the generated surface and the relation in-between local shape parts.

3 OVERVIEW

Our generative model consists of two units: a Global-to-Local GAN (G2LGAN) and a Part Refiner (PR) (see Fig. 2). Using a generative adversarial network training, with global and local discriminators, the global generator generates 3D semantically segmented models. The PR is based on an auto-encoder architecture. Its goal is to refine the individual semantic part output from G2LGAN.

The training of GAN presents several challenges. First, the generator tends to take the easiest way to fool the discriminator. It suffices to generate a rather small number of shapes that are good enough to be perceived as real by the discriminator. This notorious behavior of GANs is known as “mode collapse”. Second, the delicate min-max game between the generator and the discriminator is not easy to tune to reach a stable convergence. We, therefore, design a global-to-local GAN derived from the WGAN-GP model [Gulrajani et al. 2017] that has the theoretical support of reaching a convergence and was shown to avoid mode-collapse on multiple tasks. In our model, the global discriminator is trained to distinguish between real and synthesized 3D models, leading to the valid generation of global shapes. The local discriminators are focusing on the individual semantic parts, each aiming to improve its designated part. Nonetheless, noting that a high resolution 3D model, represented by voxels, has a very sparse presence in its surrounding volume. This sparseness of the representation makes the learning task overly difficult, resulting in various artifacts and disconnected components. We, therefore, augment G2LGAN with a PR, which amends the local geometry and adds small scale details to the parts generated by the global generator.

**Semantically Segmented Shape Generation.** We trained G2LGAN using a WGAN-GP loss [Gulrajani et al. 2017], on the segmented ShapeNet dataset [Yi et al. 2016]. The generator takes a random noise vector as input, and passes it through a series of convolution layers to produce a 3D semantically segmented shape. Compared to the training data, the generated results have two noticeable artifacts: i) at the shape level, they are usually rough and often contain floating disconnected voxels; and ii) at the part level, voxels tagged as one part often penetrate and intermix with those of an adjacent part. To improve the generation results, we introduce three novel modifications: i) the use of multiple local discriminators, each of which focuses on a single semantic part; ii) the addition of a smoothness loss to improve the smoothness of the synthesized shape surfaces and alleviate the generation of disconnected voxels; and iii) the introduction of a purity loss to prevent the intermingling of different parts and to enhance the connectivity. During training, the generator’s output is fed into a global discriminator and a set of
local discriminators. The global discriminator evaluates the quality of the overall shape, while each local discriminator focuses on its dedicated semantic part. All the global and local discriminators are trained simultaneously.

Part-wise Refinement. The G2LGAN generates semantically segmented models. We then separate the different semantic parts, and feed them part-by-part to the part refiner. The PR is trained to encode a given, possibly rough or incomplete part, into a latent vector and decode it back into a complete part. To train a universal PR for all different types of parts, we concatenate the part label to the latent vector that encodes the part. The PR refines two aspects of the generated parts; i) the resolution of the input part is enlarged from \(32^3\) to \(64^3\) to generate finer details in the model; and ii) rough or incomplete parts become smoother and are filled as needed.

4 METHOD

4.1 Generator and Discriminators

We adopt the WGAN-GP [Gulrajani et al. 2017] as the base architecture of the generator. The generator takes a random noise vector \(z \in \mathbb{R}^{200}\) as input. It consists of four transposed convolution layers. We use filter size of \(4^3\) with strides \([1, 1, 1]\) for the first layer and \([2, 2, 2]\) for the other layers. We use batch normalization and a ReLU activation function after each of the first three transposed convolution layers. We use softmax as the activation function of the last layer. The generator outputs a volume of \(32^3 \times C\), where \(C\) denotes the number of semantic parts in the segmented model. Each voxel is represented by a probability vector, with the length of \(C\). Each channel corresponds to a part label. When we visualize the generated models, we assign each voxel with the part label that has the highest probability.

The two main well-known artifacts caused by a vanilla generator, are rough models and voxels intermingling between the different model parts. To improve the performance, we introduce global-to-local discriminators and two new quality loss terms to help guide the generator to produce decent results.

The global discriminator has four convolution layers, with a filter size of \(4^3\). The first three layers use strides of \([2, 2, 2]\) and a leaky ReLU, while the last layer uses strides of \([1, 1, 1]\) and no activation layer. We use a batch size of 64, and Adam optimizer with settings recommended in [Gulrajani et al. 2017], i.e., learning rate = \(1e^{-4}\), \(\beta_1 = 0.5, \beta_2 = 0.9, \lambda = 10\) and five discriminator iterations.

The local discriminators follow the same pattern of the global discriminator, except that their inputs are semantically segmented parts instead of a whole shape. The softmax output of the generator \(G(z)\) is converted into multiple-channel one-hot vector. The multiple-channel vector is then split into single channels vectors, serving as binary attention masks \(M^c\) for different parts. By the element-wise multiplication between the attention mask and softmax output, i.e., \(G(z) \times M^c\), local discriminators only focus on their corresponding semantic parts.

By assigning different weights for the global and local discriminators, their combinations are trained jointly to guide the generator synthesizing shapes with enhanced global structure and more fine scale details. Our adversarial loss function is thus defined as:

\[
L_a = L_{global} + \sum_{i=1}^{c} w_i L_{local}^i,
\]

where \(L_{global}\) and \(L_{local}^i\) are set as the same in [Gulrajani et al. 2017]. In all our experiments, we set \(w_i = 1\) for all the categories.

4.2 Quality Losses

The main goal of adding the quality losses, i.e., smoothness and purity losses, is to penalize the generator based on the effect of each individual voxel in the generated model. We would like to compute the contribution of each voxel on the artifacts of the vanilla GAN. As can be seen from Fig. 3, the unwanted voxels receive the highest values, and thus have a larger effect on the losses.

Note that since the generated shapes are eventually visualized by assigning each voxel with the label of maximal probability and using the softmax output as a means to compute the penalty of each voxel may lead to closer label distributions between neighboring voxels, while still maintaining their original unwanted label, we decided to penalize the intractable voxels, using the equivalent one-hot representation, instead of the direct softmax results. However, since converting a softmax output into a one-hot vector is not a differentiable operation, we use a sigmoid function, centered at 0.5, with a steep slope to approximate the one-hot representation:

\[
sig(x) = 1/(1 + e^{-100(x-0.5)})
\]

Smoothness Loss. We introduce the smoothness loss to smooth the generated models and reduce the number of floating voxels. In this loss, we ignore the part labels and treat the model as one (unsegmented) global shape. We consider the relation and connectivity between the object and its background, and define the Smoothness Contribution \(S_c\) of each voxel, as the sum of \(L_1\) distances between its approximate one-hot label vector and those of its adjacent voxels; see Fig. 3(a). Meanwhile, we set a threshold \(\eta_s = 2.89\) by default to avoid penalizing border voxels, i.e., \(\forall x, S_c(x) = 0\), if \(S_c(x) < \eta_s\). The smoothness loss follows as:

\[
L_s = \sum_x (S_c(x))^2,
\]
where we square $S_c(x)$ to achieve an exponential difference between floating voxels and voxels that stick out of the model’s surface.

**Purity Loss.** We introduce the purity loss to prevent intermingling between different parts. In this loss, we ignore the background voxels and consider only the object voxels. We define the Purity Contribution ($P_c$) of each voxel, as the sum of $L_1$ distances between its approximate one-hot label vector and those of its adjacent parts voxels; see Fig. 3(b). Again, we define a threshold $\eta_p = 1.69$ by default to avoid penalizing border voxels, i.e., $\forall x, P_c(x) = 0$, if $P_c(x) < \eta_p$. The purity loss follows as:

$$L_p = \sum_x (P_c(x))^2,$$

(3)

where, similar to (2), we square $P_c(x)$ to achieve an exponential difference between the different levels of voxels intermingling.

Our **Generator Loss** is thus defined as a weighted sum of the aforementioned three losses (1), (2), and (3):

$$L_{gen} = L_a + w_sL_s + w_pL_p,$$

(4)

where we set $w_s = 0.05$ and $w_p = 0.0667$ by default.

### 4.3 Part Refiner

We use an auto-encoder architecture with a reconstruction loss as a Part Refiner (PR). The PR receives a part with its label to produce a refined model of that part. The input part is represented as a $32^3$ volume, the label is a one-hot vector and the output part is a volume of size $64^3$. We use three convolution layers, with filter size $4^3$ and strides of $[2, 2, 2]$, followed by a FC layer, to encode the input part into a 128-dimension latent space. We use three 128-dimensional FC layers to encode the part-label vector. The two 128-vectors are then concatenated and fed through two 256-dimensional FC layers to combine the encoding of both inputs. The decoder consists of five transposed convolution layers with a filter size of $4^3$ and strides of $[2, 2, 2]$. We use batch normalization and ReLU, after each layer in both the encoder and decoder.

To compute the reconstruction loss, we need to have both the input, i.e., part and label, and the expected output. We can generate trivial pairs from the training set, where the input is from the $32^3$ resolution samples and the output is taken from the same model, but at $64^3$ resolution. To grant the PR ability to refine imperfect parts, we further construct a second training set by pairing imperfect parts and their perfect counterparts. We randomly generate 1,024 models using the trained G2LGAN and separate them into different parts as inputs to the PR. As the expected outputs, for each generated part, we retrieve its 3-nearest-neighbors (to prevent the PR from memorizing a one-to-one mapping) from the $32^3$ training set, and then use their corresponding $64^3$ representations. At training time, when a generated part is fed into the PR, an average voxel-wise cross-entropy is computed as the reconstruction loss by comparing the output to one of the input’s nearest-neighbors, picked randomly.

When searching for those pairing nearest neighbors, we would also like to enable our PR to map a given part into an empty output, so that it can remove noise or small unorganized part outliers. To achieve this, we separate the generated parts into three categories: empty parts, parts that consist of only few (less than 10 by default) voxels, and the remaining parts. We directly remove the empty parts from the training set, since we do not want to burden our model with learning empty-to-empty mapping. The parts that consist of a few voxels would be very likely a noise or outlier, for which we aim to clean up by mapping them to an empty part. Thus, as a metric to find the nearest-neighbors, we use $L_1$ distance for these suspicious parts, allowing a mapping to an empty volume. For the remaining parts, we use the Intersection-over-Union (IoU) metric instead. The random noise may accidentally intersect with different parts in the training set and be paired to them instead of an empty part since the IoU with an empty part is always zero. We use the Adam optimizer for training, with a batch size of 64 and a learning rate of $5e^{-3}$.

### 5 RESULTS AND EVALUATION

To evaluate our method, we set up two baselines. The first is [Wu et al. 2015] with one modification, referred to as 3DGAN, which outputs $C$ channels for every voxel instead of one. We train the 3DGAN as presented in the paper. The second one, referred to as **Baseline**, is similar to G2LGAN without the local discriminators and the quality losses. The Baseline’s discriminator is identical to the global discriminator of G2LGAN (see Sec. 4.1). We use a batch size of 64, and an Adam optimizer with settings recommended in [Gulrajani et al. 2017], i.e., learning rate $= 1e^{-4}$, $\beta_1 = 0.5$, $\beta_2 = 0.9$, $\lambda = 10$ and 5 discriminator iterations. We present randomly picked generated results from both two baselines in the supplementary material.

#### 5.1 Training Sets and Generation Results

We build our training set from a collection of 3D meshes on four categories: Chair (900), Airplane(2690), Lamp(1546), and Table(5256). These models are taken from ShapeNet [Chang et al. 2015], which have been consistently aligned, scaled, and semantically segmented. The semantic labels are from [Huang et al. 2015], and each object category has a fixed number of semantic parts: four parts (back, seat, leg, armrest) for Chair; four parts (body, wing, tail, engine) for Airplane; four parts (base, shade, canopy and tubing) for Lamp; and three parts (top, leg and drawer) for Table. Individual shapes may or may not contain all of these parts. By combining these 3D meshes and their part label information together, we voxelize them to form our volumetric training sets with corresponding semantic indexes.

After training, we generate $10^3 \times (64 \times 16)$ new models for each object category. Recall that the goal of the generator in a GAN setting is to learn the mapping from a latent space to the distribution of the training data. Thus, to show some representative results, we define a **confidence score** for each generated shape. More specifically, for each category, we first train a shape-level auto-encoder to extract a feature representation for each of the training shapes, and perform K-Means on the whole training set to get 10 clusters. We train a classifier to map each of the training shapes into one of the clusters. For each generated shape, we then define the highest Softmax probability obtained from the classifier, as its confidence score.
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In Fig. 4, for each category, we present a set of representative generated shapes located in different clusters, which have the highest confidence scores in the top row and retrieve the 3-nearest-neighbors from the training set for each shape to show below for a visual quality comparison. The shape matching distance is computed as the average of the Chamfer distances [Fan et al. 2017] over all paired semantic parts. As we can see, our generated shapes look similar to their closest training neighbors, i.e., with high validity, yet also contain meaningful variations in geometry. More generated results are shown in the supplementary material.

It is worth emphasizing that our PR cannot only increase the output resolution to $64^3$, but also add important missing fine details while cleaning up noisy components; see Fig. 5, where we can clearly observe the significant reduction of noise and refined details. More examples are included in the supplementary material.

5.2 Quantitative Evaluation on Shape Synthesis

We present three different evaluation metrics to quantitatively evaluate the variety and quality of our synthesized shapes. The first metric (3D inception score) evaluates the variety and quality of the
Table 1. Inception and Symmetry comparisons of generated chairs. Both baselines receive lower scores in all categories, in comparison to our models, G2LGAN and G2LGAN+PR. Local Discriminators (LD) better improve the Baseline in the symmetry score for Leg and Arm while the Quality Losses (QL) better improve the other categories.

<table>
<thead>
<tr>
<th>Models</th>
<th>Inception</th>
<th>Symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shape</td>
<td>Back</td>
</tr>
<tr>
<td>3DGAN</td>
<td>5.84</td>
<td>0.70</td>
</tr>
<tr>
<td>Baseline (BL)</td>
<td>5.55</td>
<td>0.78</td>
</tr>
<tr>
<td>BL &amp; LD</td>
<td>5.62</td>
<td>0.80</td>
</tr>
<tr>
<td>BL &amp; QL</td>
<td>5.99</td>
<td>0.82</td>
</tr>
<tr>
<td>G2LGAN</td>
<td>6.00</td>
<td>0.84</td>
</tr>
<tr>
<td>G2LGAN+PR</td>
<td><strong>6.17</strong></td>
<td><strong>0.91</strong></td>
</tr>
<tr>
<td>GT</td>
<td>8.16</td>
<td>0.96</td>
</tr>
</tbody>
</table>

generated shape set, the second metric (symmetry score) evaluates the symmetry of the synthesized parts, and the third metric (distribution distance) uses a few statistical measures to evaluate the distance between the synthesized shapes and the training set.

3D Inception Score. The inception score was first introduced by [Salimans et al. 2016] and is commonly used for evaluating generated images. The score is based on the inception classification network [Szegedy et al. 2016] which was pre-trained on the ImageNet dataset. It measures both the variety of the generated content and its quality, based on the confidence of the classifier and the variance of the generated classes.

Since the generated 3D models are from a single category and the inception score is defined based on a classifier, we cannot directly apply the computation of the inception score to our data. However, as described in Section 5.1, we can cluster the training data from the same category into 10 clusters, and then consider the clusters as different classes to train the corresponding 3D inception classification network for computing the inception score. For the PR output, which is in higher resolution 64×, we down-sample it to 32× first and then compute the inception score. As we can see from Table 1, the PR improves the inception score of the G2LGAN model and receives a higher score than the baseline models. Although the 3DGAN baseline obtains a better inception score than the Baseline and Baseline with local discriminators, its results for the symmetry are the lowest and its visual results, e.g., shown in the supplementary material, are extremely poor in comparison to our models.

Symmetry Score. All the categories that were tested are man-made objects, thus, they are more likely to have a symmetric structure, as we can see from the symmetry score of the training data (GT) in the bottom row of Table 1. It is, therefore, expected that generated model should also demonstrate the appropriate symmetry.

We only evaluate bilateral symmetry here and define the symmetry score as the percentage of voxels which got matched after a reflectance transformation given a symmetry plane. Since all the shapes in each category are aligned, we set a fixed symmetry plane for all of the training and generated shapes for the same category. We then compute the corresponding symmetry score for each semantic part and the global shape. We can see in Table 1 that the symmetry scores of our method are consistently higher than those of the baseline models.
Fig. 9. Interpolating between two pairs of chairs at the left and right, respectively. Shapes generated by G2LGAN are shown on the top row, and their PR enhanced versions are provided underneath. The PR results stay sharp and clear throughout the different stages, whereas usual latent space interpolation results, such as G2LGAN, have some artifacts and noise. This results in a clear-cut transition between the different stages in the PR interpolation, which can be seen from the arm-rests of the left example and the legs in the right example.

Distribution Distance. The synthesized shapes are represented in a high-dimensional space, and thus, it is not trivial to measure the distance between their distribution and the training data distribution. To cope with this difficulty, we consider and compare three different feature distributions, which account for different shape properties including: i) binary part features (pair-wise); ii) unary part features (part-wise); and iii) global component features (component-wise).

In the following we elaborate on these three feature distributions:

i. To capture the pair-wise feature between different parts, we define a pair-wise feature vector for each pair of two different parts $i$ and $j$. More specifically, for each voxel from part $i$, we check its 27 neighboring voxels and see if any of them belongs to part $j$, which results in a 27-dimensional binary vector. For all the voxels from part $i$, we accumulate those corresponding vectors and get a 27-dimensional vector with each entry indicating the number of neighboring voxels belonging to part $j$ that come from the corresponding direction. Once we have these pair-wise feature vectors of the training data, we cluster them to $k$ clusters, using K-Means and Euclidean distance. For the 1024 generated shapes, we compute their pair-wise feature vectors accordingly and distribute them to the pre-computed clusters. The distribution of shapes over those different clusters can be presented as a histogram. We then use the Jensen-Shannon Divergence (JSD) to measure the similarity between these histograms of the training data and the generated data. Note that the smaller the $k$, the easier it is for the generated set to match the target distribution. Therefore, to better estimate the variety, we vary the cluster number $k$ over a range of values, and sum the $k$-variety measures. As we can see from Fig. 6, our G2LGAN model performs better than the 3DGAN baseline in all cases, and also performs better than the Baseline model in most of the cases except for Armrest-Seat pair, where the performances are similar.

ii. To capture the unary feature for each individual part $i$, we simply check the part size, i.e., the amount of voxels that construct this part. The part-size distribution is easy to compute for both training and generated set. We again use JSD to compute the distance between the distributions. As can be seen from Fig. 7, our G2LGAN model performs consistently better than the baselines, which indicates that the parts we generated are more likely to have the right size.

iii. To capture a more global shape-level feature, we count the number of connected components for each part in each shape. If the generated samples are good enough, their connected components on each semantic part should be as pure and clean as the real data. For a shape coming from a category with $c$ part labels, it will have a $c$-dimensional vector, where each entry indicates the number of connected components of the corresponding part. We again compute a distribution for the training shapes and another for the generated shapes, using those $c$-dimensional vectors, and then use JSD to compute the distance. Since the input vectors $z$ are randomly sampled from a normal distribution, artifacts, such as noise and incomplete parts, are inevitable in the generated shapes. However, as shown in Fig. 8, G2LGAN achieves better performance than the baselines and the PR is able to improve even further the quality of the shapes generated by G2LGAN.

Ablation Study. We conduct an ablation study to emphasize the benefits of each added module on top of our Baseline. As can be seen in Table 1, the local discriminator improves the Baseline results in all the categories, except for Seat symmetry. Moreover, in the Arm-rests and Legs, which usually have more than one piece and small volume, the local discriminators achieve significant improvement over the Baseline. The quality losses improve the results of the Baseline in all categories. Their major advantage is on the Inception score and the Back and Seat parts, which usually consist of one large piece. The local discriminator and quality losses complete one another. This is mentioned above and can be seen in Table 1, where G2LGAN obtains better results than both of them on all the categories, except for Leg. G2LGAN+PR, our final model, achieves the best scores for all categories, except for Arm, where it is second to G2LGAN.

Latent Space Interpolation. We also test whether our model supports latent space interpolation, especially due to our two-step generation process. As shown in Fig. 9, it is possible to do the latent space interpolation with our model. The major difference in our latent space interpolation is that the PR results stay sharp and clear, where usual latent space interpolation results, such as G2LGAN,
have some artifacts in the middle stages. This results in a clear cut transition between the different stages in the PR interpolation.

5.3 Surface Assembly

The generated shapes are represented by voxels and thus their resolution is highly limited. To finalize the shape production with finer and richer details, for each generated part, we find the most similar part in our training set by measuring their Chamfer distance on their voxel representation. This matched training part is also associated with a complete and continuous surface mesh part (see, e.g., the middle columns in Fig. 10) from ShapeNet. The retrieved mesh parts can then be warped to fit into the voxel-based input parts (the left of each block in Fig. 10) using the detail-preserving deformation method [Sumner et al. 2007], yielding assembled mesh models with desirable surface details (the right of each block in Fig. 10). More results can be found in the supplementary material.

6 CONCLUSION AND FUTURE WORK

We present a Global-to-Local approach for generating semantically segmented 3D man-made shapes. A GAN with global and multiple local discriminators (G2LGAN) is developed, where two new losses, i.e., smoothness and purity losses, are added to improve the shape generation with more coherent parts. Moreover, we introduce a part refiner to increase the model resolution, while enhancing the synthesis quality of the individual local parts. For applications, our generated volumetric models can be part-wisely reconstructed and assembled into a variety of mesh models with rich surface details, as shown in Fig. 10. We have also proposed quantitative measurements to evaluate the quality of generated shapes, which will allow a more objective means to evaluate future GAN models.

The main limitation of our work stems from the fact that the models are represented with voxels, which heavily bounds the resolution of the generated shapes. It is alleviated by the use of local refiners, but is still far from the convention standard of a high resolution delicate shape. The use of two-step generation process could introduce another limitation. The G2LGAN may output shapes which are not close to the PR training data distribution. It is mitigated by sampling 1,024 shapes from the trained G2LGAN, to form a PR training data, consisting of 1,024×#(parts) shapes, which cover the parts variability well. This offline process is computed only once. It is easy to samples even more parts from G2LGAN, if needed.

In the near future, we would like to develop a similar Global-to-Local approach for point clouds analysis and synthesis. Point sets are, by nature, unordered nor regular, and although recently there have been a number of works that successfully analyze them, e.g., [Qi et al. 2017]), the development of a generative synthesis network remains a challenge. Another interesting direction would be generating the semantic parts individually, and then assembling them into a complete and coherent 3D model.
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